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Abstract: Our project focuses on a comparative analysis of spam detection models using three datasets, including two 

custom-built ones, to improve detection accuracy. We prepared the data using preprocessing techniques such as 

tokenization, stemming, and stop word removal. Various models, including RNNs, SVM, Naive Bayes, and decision 

trees, were trained and compared based on accuracy and precision. Our goal is to identify the most effective methodology 

for detecting spam emails. The results aim to enhance spam detection systems by minimizing false positives and ensuring 

legitimate emails reach the user. Accurate spam detection can prevent phishing, malware, and other harmful activities. 

Our findings can contribute to the development of more precise and efficient spam detection technologies. This study has 

the potential to make email communication safer and more reliable. 
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I.INTRODUCTION 

 

Our project focuses on improving spam detection using machine learning (ML) techniques, addressing the increasing 

threat of email spam. With over 4.5 billion internet users relying on emails as a reliable communication medium, spam 

has become a growing concern, often leading to phishing, malware, and data theft. Spam emails, typically sent in bulk, 

consume network resources, disrupt users, and pose security risks. 

 

Spam detection aims to identify and separate unwanted emails by analyzing the content, subject, and structure. Traditional 

methods, such as knowledge engineering, analyze IP addresses and apply predefined rules to detect spam, but these 

methods are time-consuming and less adaptable. ML-based approaches, however, eliminate the need for predefined rules, 

making them more efficient and accurate. Natural Language Processing (NLP), a key AI technique, is used to extract 

relevant information from email text and identify spam characteristics. Our project compares multiple ML models such 

as RNNs, SVM, Naive Bayes, and decision trees to determine the most effective spam detection approach. Preprocessing 

techniques like tokenization, stemming, and stop word removal are applied before training models. Spam detection helps 

minimize false positives and ensures that legitimate emails are delivered while blocking harmful ones. The findings from 

our research can improve spam detection systems, reduce security threats, and enhance email communication reliability. 

As spammers continue to develop sophisticated techniques, efficient spam detection models become essential to 

safeguard users from online threats. Our study highlights the potential of advanced ML models to provide accurate and 

effective spam filtering, contributing to safer and more secure digital communication. 

 

II.LITRATURE SURVEY 

 

To analyse existing research on spam email detection and classification techniques, aiming to identify effective methods 

and improve current systems. Various studies have explored approaches such as content-based filtering, feature selection, 

and classification using machine learning models. Jiaming Yang et al. (2011) applied binomial hypothesis testing and 

Support Vector Machine (SVM) to identify spam. Seyed Mustafa Pour Hashemi et al. (2014) proposed a hybrid feature 

selection approach using Chi-Square-2 and wrapper-based techniques, while Guangxi Li (2013) introduced collaborative 

online multitask learning for filtering. Tom Fawcett et al. (2003) utilized vivo-based spam filtering to address class 

imbalance and error issues. Sim hash-based email reflection was suggested by Venkata Reddy & Ravichandra (2014) to 

recognize spam features effectively. Harikrishna et al. (2014) applied statistical-based features, and Tanin pong & 

Ngamsuriyaroj (2009) developed an incremental filtering system. Bhat et al. (2011) used the Beaks-based approach with 

Random Forest, and Rohan et al. (2012) employed the Random Forest method to target malicious emails. Sarju et al. 

(2014) used structural criteria and classifiers like AdaBoost for detection, while Jafar Alqatawna et al. (2015) focused on 

content-based spam detection with decision trees and neural networks. Christina et al. (2010) suggested supervised 

learning techniques such as C4.5 and multilayer perceptron networks. Nadir Omer FadlElssied et al. (2014) proposed a 

hybrid K-means and SVM approach to reduce false positives. Kumar et al. (2015) applied neural networks with feature 

selection using Particle Swarm Optimization (PSO), and Chih-Hung Wu et al. (2009) analysed behavioural features for 

classification. Overall, the survey highlights the evolution of spam detection methods and their effectiveness. 

 

https://imrjr.com/


International Multidisciplinary Research Journal Reviews (IMRJR) 

A Peer-reviewed journal 

Volume 2, Issue 4, April 2025 

DOI 10.17148/IMRJR.2025.020403 

Copyright to IMRJR                                                    imrjr.com                                                                       Page | 21 

International 

Multidisciplinary 

Research Journal 
Reviews (IMRJR) 

 

III. METHODOLOGY 

 

Spam email detection using Naïve Bayes and Logistic Regression involves machine learning techniques that classify 

emails as spam or legitimate based on learned patterns. Naïve Bayes is a probabilistic algorithm that applies Bayes' 

theorem to calculate the likelihood of an email being spam based on the presence of specific words or features. It assumes 

that words in an email appear independently, making it computationally efficient and highly effective, often achieving 

high accuracy rates. It is particularly useful when working with large datasets due to its fast classification speed and ability 

to handle missing data. However, it may struggle with sophisticated spam techniques like adversarial word manipulation. 

On the other hand, Logistic Regression is a linear classification algorithm that predicts the probability of an email being 

spam based on weighted features. It works well when features are linearly separable and provides interpretable results, 

but its performance may degrade if spam emails contain complex, non-linear relationships. While Naïve Bayes is more 

efficient for large-scale spam filtering, Logistic Regression can perform better when carefully tuned with feature selection 

and regularization techniques. 

 

3.1. Data Collection 

Data plays an important role when it comes to prediction and classification, the more the data the more the accuracy will 

be. The data used in this project is completely open-source and has been taken from various resources like Kaggle For 

the purpose of accuracy and diversity in data multiple datasets are taken. 1 dataset containing approximately over 5573 

mails and their labels are used for training and testing the application. In total dataset spam data is 12.6 percent and ham 

data is 87.4 percent. 

 

 
Figure: Sample Data  

 

3.2. Data Preprocessing 

Dataset cleaning is a critical preprocessing step in spam email detection, ensuring that training and testing data is accurate 

and relevant. It involves removing outliers, handling missing values, and eliminating unwanted features to enhance model 

performance. Once cleaned, datasets are merged to retain only key features: text (email content) and label (spam or non-

spam). Textual data is then processed by removing tags, tokenizing sentences, eliminating stop words, and applying 

lemmatization using NLTK and Regex libraries. Feature vectors are generated using Bag of Words (BoW) and Term 

Frequency-Inverse Document Frequency (TF-IDF). Bow represents text as numerical vectors based on word presence, 

while TF-IDF assigns importance to words by comparing term frequency across documents, ensuring that frequently 

occurring yet less informative words are downweighed. These techniques improve model accuracy and efficiency in 

spam classification. 

 

3.3. Data Splitting 

The data splitting is done to create two kinds of data Training data and testing data. Training data is used to train the machine 

learning models and testing data is used to test the models and analyse results. 80% of total data is selected as training 

data and remaining data is testing data. 

 

3.4. Architecture 

The architecture of spam email detection consists of multiple stages, beginning with data collection, where a large dataset 

of spam and non-spam emails is gathered. The next step is data preprocessing, which involves cleaning the data by 

removing duplicates, null values, and irrelevant features, followed by feature extraction, where techniques such as Term 

Frequency-Inverse Document Frequency (TF-IDF) or word embeddings are used to convert text into numerical 

representations. After preprocessing, the data is split into training (80%) and testing (20%) datasets, where the training 

data is fed into a machine learning model such as Naïve Bayes, Logistic Regression, Support Vector Machine (SVM), 

Random Forest, or Deep Learning models like Neural Networks. The model learns patterns that distinguish spam from 

non-spam emails. Once trained, the model is tested with the test dataset to evaluate performance using metrics like 

accuracy, precision, recall, and F1-score.  
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Finally, the deployed spam detection system classifies incoming emails as either spam or non-spam, ensuring efficient 

filtering and improving email security. 

 

 
Figure: System Architecture 

 

3.5. Naïve Bayes Classifier 

A Naïve Bayes classifier is a supervised probabilistic machine learning model used for classification tasks, based on 

Bayes’ Theorem. It assumes that all features used to predict the target are independent, which is rarely true in real-world 

data but often works well in practice, hence the term “naïve.”  

The formula is: 

 

P(A∣B) =P(B∣A) P(A)P(B)P(A|B) = \frac{P(B|A) P(A)} {P(B)} P(A∣B) =P(B)P(B∣A) P(A) 

 

Here, P(A∣B) P(A|B) P(A∣B) is the posterior probability, P(B∣A) P(B|A) P(B∣A) is the likelihood, P(A)P(A)P(A) is the 

prior probability, and P(B)P(B)P(B) is the evidence. Naïve Bayes is commonly used in text classification but treats all 

words as equally important, which can be a limitation. Despite this, it remains efficient and is often combined with other 

language processing techniques. 

 

3.6. Logistic Regression 

Logistic Regression is a supervised machine learning algorithm used to model the probability of a certain class or event, 

primarily for binary classification when the data is linearly separable. The relationship between features and the outcome 

is represented by the equation 

 

z=b0+b1x1+b2x2+…+bnxnz = b_0 + b_1 x_1 + b_2 x_2 + \ldots + b_n x_n 

 

Here, zz represents the odds, calculated as the ratio of the probability of an event occurring to the probability of it not 

occurring. The odds are passed through a sigmoid function, defined as: 

 

h(z)=11+e−zh(z) = \frac{1}{1 + e^{-z}} 

 

The output is a probability between 0 and 1, which determines the class. Typically, 0.5 is the threshold, where values 

below it classifies as NO and values above it classifies as YES, though this threshold can be adjusted as needed. 

 

3.6. Performance Evaluation 

To ensure comprehensive assessment, multiple evaluation metrics were employed: 

 

Accuracy 

This metric measured the overall correctness of predictions. While effective for balanced datasets, accuracy alone was 

insufficient for analysing imbalanced outcomes. Accuracy=TP+TN+FP+FN /TP+TN 

 

Process of hiding a secret audio/video/text within a larger one in such a way that someone cannot know the presence or 

contents of the hidden audio/video/text. Steganography is, many times, confused with cryptography as both the 

techniques are used to secure information. The difference lies in the fact that steganography hides the data so that nothing 

appears out of ordinary while cryptography encrypts the text, making it difficult for an out sider to infer anything from it 

even if they do attain the encrypted text. Both of them are combined to increase the security against various malicious 

attacks. The purpose of Steganography is to maintain secret communication between two parties. Using the LSB 

technique, which facilitates plain text hiding in an image as well as hiding files in an image.  It works with JPEG and 

PNG formats for the cover image and always creates PNG Stego image due to its lossless compression. 
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 Least Significant Bit Embeddings (LSB) are a general steganographic technique that may be employed to embed data 

into a variety of digital media, the most studied applications are using LSB embedding to hide one image inside another. 

In this image steganography software, we can hide the data using LSB embed techniques. 

Steganography is the process of hiding a secret audio/video/text within a larger one in such a way that someone cannot 

know the presence or contents of the hidden audio/video/text. Steganography is, many times, confused with cryptography 

as both the techniques are used to secure information. The difference lies in the fact that steganography hides the data so 

that nothing appears out of ordinary while cryptography encrypts the text, making it difficult for an out sider to infer 

anything from it even if they do attain the encrypted text. Both of them are combined to increase the security against 

various malicious attacks. The purpose of Steganography is to maintain secret communication between two parties. Using 

the LSB technique, which facilitates plain text hiding in an image as well as hiding files in an image.  It works with JPEG 

and PNG formats for the cover image and always creates PNG Stego image due to its lossless compression. Least 

Significant Bit Embeddings (LSB) are a general steganographic technique that may be employed to embed data into a 

variety of digital media, the most studied applications are using LSB embedding to hide one image inside another. In this 

image steganography software, we can hide the data using L 

 

IV.RESULT AND DISCUSSION  

 

The Naïve Bayes, based on Bayes' theorem, efficiently detected spam emails by assigning probabilities after 

preprocessing tasks like tokenization and stop-word removal. It had a high recall rate but a slightly higher false positive 

rate due to its independence assumption. Logistic Regression, using a sigmoid function, performed better by considering 

word correlations, resulting in a lower false positive rate but requiring more computational resources. While Naïve Bayes 

excelled in speed and recall, Logistic Regression offered better precision, making it preferable when reducing false 

positives is essential. Both models proved effective for spam detection. 

 

 
Figure: Logistic Regression Analysis 

 

Spam Email Detection project using Logistic Regression. The displayed classification report presents precision, recall, 

F1-score, and support for both "ham" (non-spam) and "spam" emails. The model achieves a precision of 97% for ham 

and 95% for spam, indicating that most predictions are accurate. The recall for ham is 99%, meaning almost all ham 

emails are correctly identified, while spam recall is 80%, suggesting some spam emails are misclassified as ham. The 

overall accuracy of the model is 96.77%, meaning it correctly classifies most emails. The confusion matrix shows that 

1,436 ham emails were correctly classified, while 9 were misclassified as spam. Similarly, 182 spam emails were detected 

correctly, while 45 were mistakenly labeled as ham, affecting recall. A heatmap visualization of the confusion matrix is 

also generated using Seaborn, though it is only partially visible in the output. 

Figure: Confusion Matrix 
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Figure: Naïve Bayes Analysis 

 

The classification report evaluates the model’s precision, recall, F1-score, and support for both "ham" (non-spam) and 

"spam" emails. The model achieves 99% precision for ham and 89% precision for spam, indicating that it effectively 

distinguishes between legitimate and spam emails. The recall for spam is 91%, meaning that most spam emails are 

correctly identified, while ham recall is 98%, suggesting a few false positives. The overall accuracy of the model is 97.3%, 

demonstrating strong performance. The confusion matrix shows that 1,420 ham emails were correctly classified, while 

25 were misclassified as spam. Similarly, 207 spam emails were accurately detected, while 20 were incorrectly labeled 

as ham. Compared to other models, Naïve Bayes performs well due to its probabilistic nature and ability to handle text 

classification efficiently, though minor misclassifications exist. 

 

 
Figure: Confusion Matrix 

 

Table: Comparison Of Algorithms Performance 

ALGORITHM ACCURACY PRECISION RECALL 
F1 

SCORE 

Logistic Regression 96 0.95 0.80 0.87 

Naïve Bayes 97 0.89 0.91 0.90 

 

V.CONCLUSION AND DISCUSSION 

 

The Spam Email Detection project successfully demonstrates the effectiveness of machine learning models in identifying 

spam emails with high accuracy. Through comprehensive data preprocessing, feature extraction, and model training, the 

study evaluates different classification techniques, particularly Naïve Bayes and Logistic Regression, to determine their 

suitability for spam detection. Naïve Bayes, with its probabilistic approach, achieves a higher recall for spam (91%), 

making it well-suited for detecting spam emails with minimal false negatives, although it sometimes misclassifies 

legitimate emails as spam. On the other hand, Logistic Regression, leveraging word relationships rather than 

independence assumptions, provides a higher precision (97%), ensuring fewer false positives but at the cost of slightly 

lower recall for spam emails. The overall accuracy for both models is approximately 97%, indicating their reliability in 

practical applications. However, misclassification issues remain, particularly with spam recall and false positives, which 

could be further minimized using advanced ensemble methods, deep learning techniques, or hybrid approaches. The 

results suggest that while Naïve Bayes is preferable for quick, high-recall filtering, Logistic Regression is better when 

precision is crucial. Integrating both models or fine-tuning hyperparameters could enhance spam detection accuracy, 

making email filtering systems more efficient and reducing user inconvenience due to incorrect classification. The Spam 

Email Detection project effectively demonstrates the application of machine learning algorithms to classify emails as 

either spam or ham (non-spam) with high accuracy. By leveraging Natural Language Processing (NLP) techniques, 

including text preprocessing, feature extraction (such as TF-IDF or CountVectorizer), and model training, the study 

evaluates the performance of different classifiers, specifically Naïve Bayes and Logistic Regression.  
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The results indicate that both models achieve an overall accuracy of approximately 97%, making them highly effective 

for spam detection tasks.  

Naïve Bayes, known for its probabilistic approach and assumption of word independence, exhibits a higher recall for 

spam (91%), meaning it successfully identifies the majority of spam emails while allowing a few false positives. This 

makes it suitable for real-world applications where detecting spam is a priority, even if it results in some legitimate emails 

being mistakenly classified as spam. 
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